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Introduction a l'algebre linéaire par les systémes linéaires et le calcul matriciel.
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1. Quizz

o® Vrai ou faux ? f

Soit (A,B,C) € .#,,(IK)3. SiAB=CB et B#0, alors A =C.

Soit (A, B) € .#,,(K)?. Si A et B sont inversibles, alors A + B aussi.

Une matrice carrée est diagonale si et seulement si elle est triangulaire supérieure et inférieure.
Si A est inversible et symétrique, alors son inverse I'est aussi.

Le produit de deux matrices de 9, (R) appartient a 7, (R).

La diagonale d'une matrice antisymétrique est nulle.

Pour tout A € .# 1, ,(K), la matrice ATA est symétrique.

La somme de deux matrices symétriques est symétrique.

Le produit de deux matrices symétriques est symétrique.

SiAe . #,(K)etdpeN*, AP =0, alors A=0.

. Il existe deux matrices A et B de .#>(R) telles que AB =0 et BA # 0.
. Si A e GL,(K) et Bcommute avec A, alors Bcommute avec AL
. SiAe . #,(K) et A? est inversible, alors A est inversible.

. Multiplier A a droite par une matrice élémentaire fait agir 'opération correspondante sur ses co-

lonnes.
SiXe . #,(R) et X2 =1,, alors X = +15.
Si A € .#,(IK) n'a aucun zéro sur la diagonale, alors A est inversible.

Si A% +2A+1, =0, alors A est inversible.

o® QCM sur le calcul matriciel f

. Soit] € .4, (K) la matrice dont tous les coefficients sont égaux a 1 et M € .#, (IK).

n
Onnoteo:= Y M;jeto;:= ) M;;pourtoutice€ [l,n].Pourtout Me .#,(K),ona:

1<i,j<n j=1
01 ... 01 o1 ... 01 _ . 01 ... 0p
a.]M=(; ;); b. MI:(g g); ¢. JMJ=aJ; d-IM:(S )
Op ... Op Op ... 0p O] ... Op
. L 9 12 9 a’ ba ca 2
. Soit a, b et ¢, trois réels tels que a“ + b“+c“ =1 et M:= | ab »? 0129 , N=I3—M, et (1, v) € R".
ac bc ¢
a. M2=M; d. N2=0;
b. MN =0; e. (uM+vN)" = u"A" + v"N".

c. M et N commutent;
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3. SoitX =4 4) e #5(0).

a. X2 =trX)X+detX)I,; c. X2=0 = turX)=tr(X? =0.
(trX)% — tr(X?)

b. det(X) = f;

12
4. Soit pe N*, A€ ///,,(]R) telle que A3 = 0. Pour tout réel ¢, on pose E(¢) := 1, +tA+ EAZ.

a. V(t,5) € R?, E(HE(s) =E(s—1); c. dte R, E(r) ¢GL,(R);
b. E(1)" = E(nt) pour tout (t,n) € R x N; d. Pour tout (s,f) € R?, E(¢) et E(s) com-
mutent.

5. Soit A et B dans .Z3(R).

a. SiAB=0, alorsA=B=0; d. Si A% =2A+13, alors A est inversible;
b. Si A #0, alors A est inversible; e. Si A est inversible, alors A? est inversible.
c. Si A2=0, alors A n'est pas inversible;

6. SoitJ:=(} 1) et E:={xIr +yJ; (x,y) e R?}.

a. E ne contient que deux éléments inver- c. Léquation X? = X n'admet que deux solu-
sibles; tions.

b. E est stable par le produit;

2. Exercices élémentaires

3 KO Utilisation d’'un polynéme annulateur
. 102 . £ 3o . . . 12 . —
Soit A := ((1) -1l ) Calculer A — A puis en déduire que A est inversible puis déterminer A1
n o® Algorithme du pivot
X—-2y+ z =
Résoudre dans R3 le systtme{ x + y + 2z = 2
x-8y—-z =-1
a o® Un systéme linéaire a parametres
X+2y—- z=a
Résoudre selon les valeurs des parametres réels a, b et cle systtme { —2x — 3y + 3z = b

X+ y-—-2z
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a Q® Utilisation des projecteurs spectraux

0 2 1 1
Soit m € C*. On considere les matrices A = (m—l 'S ",L ) , B==(A+1I3) et C=—-(—A+2I3).
m2m o 3 3
1. Calculer (A +13) (A — 2I3). En déduire que la matrice A est inversible et exprimer son inverse.

2. Calculer B? et C?, puis en déduire B” et C”* pour tout entier naturel 7.

3. Calculer BC et CB. En déduire A" pour tout entier naturel n.

O® Une inversion

[
—_—

Justifier I'inversibilité et calculer I'inverse de la matrice A = (

|
—_
o
N ——

3. Exercices classiques plus techniques

a Q® Un systeme d’ordre n f

n
Résoudre le systéme linéaire Vk € [1, n], Z Xp=1— xp.
=1

a o® Une inégalité sur la trace des matrices symétriques f
Soit (A,B) € #,(R)? et M := AB — BA.

1. Démontrer que tr (M"M) = 2(tr (A%B?) - tr ((AB)?)).

2. En déduire que tr (A’B?) > tr ((AB)?).

10 KX Les transvections et les dilations générent GL,(K) f

Montrer que toute matrice de permutation est un produit de matrices de transvection et de dilatation.

11 [eX The claw matrix f

1 sii=joui=1louj=1
Soitne N telque n >3 etMe ., (R) déﬁnieparMi,j:{O ) / J
sinon

Démontrer I'inversibilité de M et calculer son inverse en appliquant I'algorithme du pivot.

12 KO La norme infinie matricielle ff

On fixe p € N*. Pour tout M € .#,(IR), on pose ||M|| = 151,?)<fp|Mi’j |

LLG ¥ HX6 4



2025-2026 Laurent Kaczmarek

1. Démontrer que, pour tout (M,N) € .#, R)?,

IM+N]| < [[M]|+|[N]| et [[MN] < pm]|N].
2. Démontrer que, pour tout m dans N* et (My,...,M,;) dans .#,(R)™, on a

m

m m m
Y Ml < P IMil et | [TMi| < p™ ' [TIMl
i=1 i=1 i=1 i=1
3. Soit (A,B) € .4, (R)? tel que |All # [IBJ.
n—-1
a. Etablir que, pour tout entier naturel nnon nul, A" -B" = ) A/(A-B)B" ',
i=0
A" —B" Al"-|B|"
b. 0 decuire que V=1 _ o JAI" = [B]"
|a-B| 1] - 8]

LLG ¥ HX6
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4. Indications

(1 i}

I sera le plus souvent suffisant de trouver des exemples ou des contre-exemples de taille deux ou trois.

8-

Linversibilité d'une matrice de taille deux est facile a étudier via son déterminant.

!
On trouve A3 — A = 415.
a-

5-5z 1-z
Ontrouve{( , ,z);zeR}.

3 3
Po)

Le systeme admet au moins une solution si et seulement sia+ b+ c = 0.

O -

On trouve (A +13)(A—2I3) =0.

8-

On trouve A™! = (—(1)1 :31 —12) par 'algorithme du pivot

B -

Procéder par analyse-Synthese.

8 -

Au 1., éviter d’exprimer la trace en fonction des coefficients : exploiter les propriétés de la trace (linéa-
rité, etc.).

o -

Réaliser la permutation de deux colonnes aux moyens des transvections et des dilitations.

o -

Commencer par 'opération C; —

B -

Il faut montrer que, pour tous indices i et j, on a |(MN)i,j| < plIMIIIN].

C1-(Cot+-+Cp) |
2—n

LLG ¥ HX6 6
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10.

11.
12.
13.

14.
15.
16.

17.

0O1)f{10 00
. Faux. Contre-exemple : ( ) ( ) = ( )

5. Solutions

Laurent Kaczmarek

. Faux. Contre-exemple : E1 2 =Ej2E2» = (E1 2+ E1,1)E2p.

. Faux. Cex:1,—-1,,=0.

. Vrai.

. Vrai car si A est symétrique et inversible, alors (A‘l)T = (AT)_1 =A"1,

. Vrai (cf. le cours).

. Vrai car si A est antisymétrique, alors Vi € [1,n], A; ; = —A; ;.

. Vrai. Pour A € ./, n(K), ona (ATA)T =AT (AT)T =ATA.

. Vrai. Si A et B sont symétriques de méme taille, ona (A+B)" =AT +BT = A +B.

10/100 10

2
01
Faux. Contre-exemple : (0 0) =0.

Vrai. OnakE; E; 2 =E;»etE;2E;; =0dapres le cours.

Vrai. Ona AB=BAdouB=A"'BApuisBA™! =A"!B.

Vrai. Supposons A? inversible et notons B son inverse. Comme A commute avec A%, A commute

avec son inverse B. Ainsi I,, = A(AB) = (AB)A donc A est inversible et A~! = AB.
Vrai (cf. le cours).

Faux. Contre-exemple : X = (3 9).
Faux. Contre-exemple : A = (11

Mo (K).

) n'est pas inversible car AX est de la forme (% %) pour tout X €

Vrai. On al, = A(—~A—2I,). Donc A est inversible a droite donc inversible et A™! = —A —2I,,.

Enseignements a tirer de cet exercice

Moralité du 1. : une condition suffisante de simplification par une matrice carrée B est son in-
versibilité; B # 0 ne suffit pas a simplifier dans le cadre des matrices. On rappelle que E; ; est la
matrice de .#, (IK) dont tous les coefficients sont nuls sauf celui en position (i, j) qui vaut 1.

= Moralité du 17. : pour montrer I'inversibilité d'une matrice, on peut utiliser un polynéme annu-

B8 -

lateur.
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1. Seuls b. et c. sont vrais pour toute matrice M. Soit (i, j) € [1, n]2. Par définition du produit matri-
ciel, ona
OM);,; = Xp_ JikMgj = X3 Mg,
MD;; = XP_ Miidkj =X Mik=0;
OMD)i; = Xicke<n])ikMrelej = Xi<ke<n Mk
ainsi JMJ = a].
2. Tout est vrai saufle d. Posons A = (g) de sorte que M = AAT.
On sait de plus que ATA = a? + b? + ¢® = 1. Ainsi, par associativité du produit matriciel :

M? = (AADH)2 = AATAAT =M, MN=M-M?=0, NM=M?-M =0 et N’ =[3+M*-2M =13-M =N

Soit n € IN. Puisque M et N commutent, on peut appliquer la formule du binéme :
M" = (uM + vN)" = i u*MF " FN"F = "M+ V"N
k=0
En effet :
= La formule est évidente pour n = 0.
= Supposons que 1 € IN*. Pour tout k € [1, 7 — 1], on a MFN"¥ = (MN)M - IN"—%-1 = g,
3. Tout est vrai sauf a.
= OnaX?-tr(XX+det(X)l = &rbe acred ) (alard) bard) ), [adTbe o )=,
= Onatr (X?) = a®+d*+2bc=(a+d)*-2(ad - bc) = (trX)? — 2det(X).

= © Supposons X? = 0. Alors tr(X?) = 0 donc (tr(X))? = 2det(X). De plus, par le a., on a tr (X)X =
detX)I,, d'ou tr(X) 2X —tr(X)I») = 0 donc trX = 0 ou 2X = tr(X)I, = 0. Si 2X = tr(X)I,, alors
on a également 0 = 4X? = (trX)?I,. Ainsi trX = 0.

o Supposons tr(X) = tr (X2) = 0. On déduit de la relation du b. que det(X) = 0. Ainsi X2=0 par
le a.
AinsiX?=0 < tuX) =tr(X?) =0.

4. Seuls b et d sont vrais.

= SoittetsdansR.Ona:

E(DE(s) = (I + tA+ A% 12) (I, + sA+ $7A%12) = 1, + (£ + A+ (ts+ 12/2 + 57 /2) A®

(s+0?% ,
=Ip+(t+ A+ ——A"=E(t+9)

car A® = A* = 0. On en déduit que V(n, t) e N xR, E(£)" = E(nt) par une récurrence immédiate,
et que E(¢) et E(s) commutent.

=> Soit 7 € R. D’apres le point précédent, on a E(-1)E(¢) = E()E(—1) = E(r — 1) = E(0) =I,. On en
déduit que E(1) est inversible avec E( N1 =E(-p.

001
5. a. C’est faux comme le prouve le contre-exemple A=B = (8 0 8).

b. C’est faux : méme contre-exemple qu’a la question précédente.

c. Si A est inversible, alors A% aussi (un produit de matrices inversibles est inversible) et donc
A? #£0. La propriété est donc vraie car sa contraposée est vraie.

LLG ¥ HX6 8
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d. C’est vrai. Supposons que A% =2A +15. On a alors A(A —2I3) = (A —2I3)A =I5 et A est donc
inversible.

e. C’est vrai car un produit de matrices inversibles est inversible.

x+yy)

6. Seuls b et ¢ sont vrais. Pour (x, y) € R?, posons M(x, y) := xI» + yJ = ( 0" xty

= Soit (x,y) € R?. Comme M(x, y) est triangulaire supérieure, elle est inversible si et seulement
siaucun de ses coefficients diagonaux n'est nul, ie x + y # 0.

= La stabilité par produit vient d’'un calcul élémentaire en remarquant que J = (32)=2]-L,€E.

2 2 2
= Soit (x, y) € R%. On a M(x, y)? = x°I, + 2xy] + y?J? = (x +2’(§J’+y xzzg;rji’yz) Ainsi :

M(x,y)Z:M(x,y) — {x2+2xy;_y2 =x+y
2xy+2y =y
x+yx+y-1 =0
{y(2x+2y—1) =0
— y=0Ax(x-1)=0
— (x,¥)=1(0,0) v(x,y)=(1,0)

Les seules solutions de X? = X dans E sont donc M(0,0) = 0 et M(1,0) = I,.

Enseignements a tirer de cet exercice

= Attention au 6., X(X—1I») = 0 n’équivaut pas a X = 0 ou X = I, directement (un produit de matrices
non nulles peut étre nul).

8 -

1. Un calcul donne A3 — A = 415.
-4 2

2. OnaA}(A%-I3) =I5, ainsi A est inversible et A™! = 2(A? —I3) = } ( 2 _%).

A -

On échelonne puis réduit le systéme en appliquant I’algorithme de Gauss-Jordan :

e\

1-21 1 1-21 1 1-2 1 1 105/35/3
11 2 2|~(03 1 1|~|011/31/3|~]|011/31/3
1-8-1-1 0-6-2-2 00 0 O 00 0 O

5-5z 1-
On en déduit ’ensemble des solutions { ( 3 Z, —Z, z) ;ze R }

3
8 -
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xX+2y—-z=a
Par la méthode du pivot, le systeme est équivalent a y+z=D>b+2a

O=a+b+c
Il admet une solution si et seulement si a+ b+ ¢ = 0. Dans ce cas, on trouve ’ensemble de solutions
suivant :

{@2c—a+3N\,a—c—MA);AeR)

O -

A-1
1. On trouve (A +I3)(A - 2I3) = 0. Ainsi, A — A = 2I3, d’OﬂA( 2 3) B (
A-1I3
2

A-T5
2

)A = I3 et donc A est

inversible d’inverse A~! =

A*+2A+13  3A+3l; A*—4A+4l;  —3A+6l5

9 9

5 =BetC?= C.
On en déduit que B"” = B et C" = C pour tout entier naturel 7 non nul.

(—A+2I5)(A+13)  —A*+A+2I3

2. Puisque A=A+ 2I3,0n a B% =

3. Comme B et C commutent, on a CB = BC = = 0. On remarque

que A =2B - C. Comme B et C commutent, on peut appliquer le bindme, pour tout n € N* :

n
A"=(2B-0O)"=) (Z) 2B)f(-C)" k= 2"B" + (-1)"C" = 2"B + (-1)"C
k=0
on 4 91" on _1\yn+l
_2me2cn 2
3 3

car BC = CB = 0 implique que, pour tout 0 < k < n, B€C"¥ = (BC)B¥~-1¢"~*-1 =,

7 s}

On applique 'algorithme de Gauss-Jordan :

10-1100 10-1 1060 10-11 00 1001 -11
111010[~]01 2 -110|(~J01 2 -110|~]010-1 3 -2
11 2001 01 3 -101 001 0 -11 001 0 -11

.. . . _ 1 -11
Ainsi A est inversible et A™! = (—1 3 —2).

0 -11
0-

= Analyse : si (x1,...,X,) est solution, alors il existe A € R tel que Vi € [1, n], x; = A.

= Synthese : soit A; (x1,...,X,) = (A,...,A) est solution si ef seulementsinA=1-\,ie A = 1
n

1 1
Lensemble des solutions est { ( eees ) }
n+1 n+1

LLG € HX6 10
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B -

1. Puisque les matrices A et B sont symétriques, on a :

M'M = (AB-BA)' (AB-BA) = (B'TAT —~A"B") (AB-BA) = (BA— AB)(AB - BA)
= BA’B - (BA)* — (AB)* + AB*A
Comme tr (BA?B) = tr (A%B?), tr (AB?A) = tr (A’B?) et tr(BABA) = tr(ABAB), on a par linéarité de la
trace :
tr (M'M) = 2 (tr (A*B?) - tr ((AB)?))

2. La matrice M étant a coefficients réels, on remarque que
T ST S 2
tr(M'M) = ZI(M M), ; = Z > M;; >0
1=

D’oty, par la question précédente : tr (AB?) > tr ((AB)?).

o -

Soit i # j. La permutation des colonnes C; et C; peut s’obtenir par la séquence suivante :

Ci<—Ci+Cj , C]'<——Cj , Cj<—Cj+Ci , Ci<—Ci—Cj

5
C1—(Co+--+Cp)

Par les opérations C; — — , puis C; — C; — C; pour i € [2, n] effectuées sur M, on obtient I,,.
Ainsi M est inversible et son inverse s’obtient en effectuant les mémes opérations sur I, :

A-A... -—A
“Ap AL A
. . 1 3-
M= A e ol A:= et p:= n
2- 2-n
“A A LA

1. Soit (M,N) € .#, (R)? et (i, Jell, p]]z. On a, par 'inégalité triangulaire pour la valeur absolue :
IMj j+Nitjl < [Mjjl+IN;g ;| < [IM]+[IN]|

Ainsi [M+N| < M| + [IN]||. De méme :

|(MN)i,j| =

p p p

Y M eNg il < Y [Mik| [Nk j| < D IMIINI = plIM] N
k=1 k=1 k=1

Ainsi [MN| < plIM| IN].
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2. On raisonne par récurrence. Pour tout m dans IN*, on note HR(m) la propriété : pour tout
My, ...,M;;) dans .#,(R)™, ona

m m m
Y Ml < Y IMll et || M
i=1 i=1 i=1

m
< [Timg]
i=1

= Le résultat est évident pour m =1 et pour m = 2 par la question précédente.

=> Soit m € N*. Supposons HR(m) vraie. Soit (My,...,M;,11) dans .#), (R)™*1. Par HR(2) et HR(m),

on a
m+1

m
< M| + Mgl < Y I
i=1 i=1

m+1

> M
i=1

De méme :
m+1

m
[TIMi|| IMppiall < p™ T IM:I
i=1 i=1

m+1

[TM;
i=1

3. a. On a, par distributivité puis télescopage :

<P

-1 -1
i=0 i=0

b. Par les questions précédentes :

n—-1 . . n—-1 . .
IA" =B < p* Y [ATA-BB I < p#* Y AN x JA-B] x B) "
i=0 i=0

_ nl ; Z1-i _ IAI™ - 1IB]"
<p [ ig()” I* > IBl pl I AT [BI
car ||A|l # ||BJ|. Cette condition impose également A # B donc ||A—BJ >0 (A—B a au moins un
n n
coefficient non nul). Ainsi M < ”_IM-
. <p
|A-B|| lA] - |B]|

LLG € HX6 12
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